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1 Introduction

This paper is an opinion paper discussing the current state and future of industrial
statistics as a scientific discipline. The emphasis is not on the discipline itself, but
rather on the context in which it operates. The context of application of industrial
statistics is described against the background of the emergence of management prac-
tice and science, and the rise of modern industry in the 20th century. Besides the his-
torical development, we discuss current practices of industrial statistics applications.

Industrial statistics as a scientific discipline is characterized by outlining the
nature and methodological framework of its research. The paradigms of reconstruc-
tion research and grounding research are discussed, and in addition, the nature of
the relationship to mathematics is specified. The characterizations of industrial sta-
tistics as an applied and a scientific discipline are the canvas for a discussion of
the future of the field. Key elements of this future are highlighted in the form of
opportunities and challenges.

2 The emergence of industrial statistics and its contributions to quality and efficiency
improvement

The 20th century witnessed incredible increases in the quality of products, while
in the same period prices dropped dramatically. These important improvements in
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quality and efficiency in industry were the result of innovations in management,
engineering, and economics. The industry is also indebted to industrial statistics for
these advances (and vice versa, the statistical sciences owe a great deal to the oppor-
tunities that industry created for their development). We describe below the emer-
gence of industrial statistics against the background of the rise of modern industry.
More elaborate descriptions and references can be found in Wren (2005) and De
Mast (2006).

The invention of the mass fabrication paradigm in the US by the end of the 19th
century stimulated the development of the discipline of management. Scholars like
Henri Fayol and Frederick Taylor elevated management from an art to a more pro-
fessional and scientific discipline. The economic focal points of mass fabrication are
volume and productivity. Companies improved efficiency by mechanization, stan-
dardization, productivity improvement (Taylor’s scientific management), and espe-
cially the exploitation of economies of scale. Parallel to and interwoven with the
development of mass fabrication, the disciplines of industrial statistics and quality
engineering emerged. One of the key events was stimulated by the Guinness Brew-
eries, the then largest brewery in the world. Guinness hired some of the brightest
young men they could find to make a rigorous and scientific study of the brew-
ing process and the associated processes of growing barley and hop. For want of an
adequate methodology for making reliable inferences from the experiments they ran,
William Gosset (Student) developed the basics of the t-test, the first modern data
analysis procedure. His 1908 paper The Probable Error of the Mean inspired statis-
ticians like Sir Ronald Fisher, Egon Pearson and Jerzy Neyman to develop much of
the now standard machinery for the design and analysis of the results of compar-
ative experiments (hypothesis testing, the analysis of variance, regression analysis,
design of experiments).

Other early contributions of industrial statistics were in the field of process con-
trol. In the 1920s, Walter Shewhart – who worked for the Bell Laboratories (now
Lucent Technologies), the research arm of AT&T – introduced the notions of assign-
able cause of variation and chance cause. ‘Assignable cause’ was Shewhart’s term for
patterns in process measurements that are to be interpreted as a signal that something
in the process has changed. All other patterns in data are to be interpreted as ran-
dom noise, which operators should ignore. Shewhart developed an easy-to-use tool
that helps operators discern between the two: the well-known control chart. Where
Gosset’s t-test helped researchers draw reliable conclusions from experiments in the
presence of uncontrollable influences and noise, Shewhart’s control chart helped oper-
ators interpret patterns in process data reliably. The foundations that Shewhart laid
for statistical process control – or SPC as it is perhaps even better known – still rep-
resent a standard practice in quality control. Shewhart and his followers (such as
W. Edwards Deming) took up the scientific study of quality control quite seriously
and their importance goes beyond the control chart. An important element of Shew-
hart’s philosophy on process control is that measurements and the use of simple sta-
tistical tools for data analysis enable a team of operators to learn from their process.
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Despite Shewhart’s emphasis on process control, quality inspection continued to
be the primary way to ensure quality. Because 100% inspection became very costly,
time consuming, and was often simply impossible (tests would destroy products),
quality inspection based on samples became a necessity. Accepting or rejecting
batches of products based on inspection of a sample creates risks: the sample could
give too optimistic or too pessimistic an impression of the batch. Probability theory
was called upon to find a balance between sample size, the consumer’s risk, and
the producer’s risk. In the 1930s, Harold Dodge, who worked – like Shewhart –
for the Bell Laboratories, developed standard schemes for sampling inspection and
published tables that related sample sizes to risks. Furthermore, Dodge was one of
the initiators of the movement that came to be known as Statistical Quality Con-
trol, and that resulted, among others, in the present American Society for Quality
(ASQ), a society with more than 100,000 members.

After the Second World War, Western companies continued to work in the mass
fabrication paradigm, focussing on productivity and volume, and not on quality,
and with millions of consumers eager to buy they got away with it. Economical con-
ditions, as well as knowledge of management and production, had changed, how-
ever. As Europe’s centuries-old manufacturing paradigm based on craftmanship had
been made obsolete by the American innovation of mass fabrication, so the Amer-
icans were overtaken by the Japanese in the decades after the Second World War.
Forced by the situation in which they found themselves, Toyota and other Japanese
companies created a production system whose economic focal points were low inven-
tory levels, speed, and flexibility. In order for the system to work, Toyota needed
manufacturing processes that run like clockwork: optimized changeovers to enable
low inventory levels, aggressive defect reduction to eliminate inefficiencies and enable
short cycle times, and partnerships with suppliers. Having made all processes more
reliable, Toyota did not need excessive buffers of inventory: suppliers delivered the
exact number of components needed just in time. The prevailing Western organi-
zational structures – which were basically derived from Ford’s command-and-con-
trol structure – did not suit Toyota’s needs. Running one’s operation like clockwork
implied delegating authority to the operators to intervene when problems arise. Fur-
thermore, problem-solving was put in the hands of shop-floor workers in the form
of quality circles. Instead of seeing management as the source of process improve-
ment, Toyota mobilized shop-floor workers to participate in continuous improve-
ment.

The Japanese government hired Western experts like Deming and Joseph Juran
to teach them the theory of statistics and quality management, which had been
largely ignored in the West. Deming promoted sound problem-solving techniques
and statistical methods, such as his plan-do-check-act (PDCA) cycle of continu-
ous improvement; see his book Out of the Crisis (Deming, 1986). Juran introduced
his principles of quality management to help integrate quality activities in all lay-
ers of an organization (Juran, 1989). The Japanese implemented Juran’s tenet that
top management should play an active role in quality activities. Furthermore, Juran
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introduced the quality trilogy of quality planning, quality control, and quality
improvement as three complementary (but integrated) aspects of quality manage-
ment. Among the important new innovations were Juran’s project-by-project
approach to quality improvement, and his ideas on operator controllability. A flood
of new practices arose in Japanese companies, which became known in the West only
decades later: kaizen, lean manufacturing, JIT, quality circles, and many more.

In the 1970s, the Japanese assaulted the world markets with their clockwork man-
ufacturing machines, and appeared to have significant competitive advantages: they
sold similar products as Western companies, but at lower cost, with less defects,
and superior reliability and durability. The Japanese had learned that quality and
manufacturing virtuosity are strategic weapons to be reckoned with. The Japanese
quality revolution brought the Western industries to a state of recession. In 1980,
NBC broadcasted a documentary with the title “If Japan can . . . Why can’t we?”
The first reactions to the Japanese assault were confused and often besides the point.
For years in a row, the success of the Japanese competition was attributed to a supe-
rior cost structure due to cheap labour, low quality and imitation. When the West
finally realized that it was facing a completely different, and clearly superior manu-
facturing paradigm, the first reactions were unfocused, rash, and confused. Within
a few years, a flood of quality gurus (Crosby, Feigenbaum, Ishikawa, Taguchi, Sha-
inin, Shingo) came over to the Western business world, and each month there was
a new magical trick: quality circles, JIT, kanban, pull-systems, kaizen, . . . Some of
the ‘flavours of the month’ appeared to be just fads; many more had their valu-
able points, but were less generic than claimed and failed to endure. Most of the
valuable ideas have been integrated into more generic theories, which is probably
their right place. Six Sigma is perhaps the most comprehensive one of these generic
theories.

These developments set the stage for developments in industrial statistics. After
World War II, George Box made important modifications to the theory of the design
of experiments, which made it better applicable in industry. The theory of experi-
mental design was developed in the 1930s mostly for use in agricultural research,
where the focus is on large, long-lasting one-shot experiments. Industry, on the other
hand, has a need for sequences of smaller scale experiments, where each test elab-
orates on the results of the previous tests. In their seminal paper of 1951, Box and
Wilson introduced response surface methodology, which rapidly became popular in
the chemical and other industries for process optimization and product development
(Box and Wilson, 1951). The proliferation of computers made statistical modeling
approaches – such as regression analysis – easy to apply, and their use in industry
expanded.

Post-war Japan saw statistics as the secret weapon that had helped the Allies win
the war, and they were eager to learn from experts like Deming. In line with their
approach of continuous improvement led by teams of shop-floor workers, the Japa-
nese invested heavily in training their work-force in simple statistical and problem-
solving tools. Kaoru Ishikawa developed seven basic tools of quality: the histogram,
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Pareto chart, cause-and-effect diagram, run chart, scatter diagram, flow chart, and
control chart (Ishikawa, 1982). Shewhart’s and Deming’s ideas on statistical process
control were commonly applied in Japan, including control charts and other statis-
tical techniques. Genichi Taguchi introduced in engineering and product design the
notion of robustness, that is, the extent to which the quality of products is sensitive
to sources of variation during manufacturing and usage. Although the methodol-
ogy for experimental design that Taguchi proposed to study robustness is generally
considered less effective than the alternatives that Western industrial statistics had
developed, he deserves at least the credit for getting systematic experimentation and
the study of sources of variation widely accepted in industry, in Japan as well as in
the West.

With the renewed interest in the West in quality, industrial statistics flourished
and the arsenal of techniques for quality engineering expanded rapidly. Standard
methods to study the precision of measurement systems were developed, as well as
methods for analysing non-normal data, statistical models and techniques for reli-
ability engineering, multivariate methods, capability analysis, variance component
estimation, and graphical methods. The older theories about design and analysis of
experiments were still being extended to adapt them to new applications. Research
into methodologies for process monitoring, control, and adjustment thrived. The
development of powerful computers and user-friendly statistical software brought
statistical methods within reach of a large public.

3 The present: Six Sigma

The last decades of the 20th century witnessed economic developments in many
industries which have come to be labeled ‘hypercompetition’. Industries such as con-
sumer electronics, the automotive industry, and the foods industry increasingly com-
peted with each other on higher and higher levels of efficiency and quality. The
main winner of this race has been the consumer; for the participating companies, the
race resulted in profit margins under pressure. Falling behind in the race for quality
and efficiency means being out of business. Against this background, the Six Sigma
programme emerged (De Mast, Does and De Koning, 2006). Rather than being a
completely new approach, it is simply the next step in the development of more and
more professional and scientific approaches to the organization and management of
processes. It incorporates many of the innovations in quality and efficiency improve-
ment of the 20th century (Bisgaard and De Mast, 2006).

The basic principle of Six Sigma is that organizations should invest substantial
efforts in the systematic improvement of their routine functions, not only manufac-
turing and service delivery, but also sales, accounting, marketing, and product and
process development. Six Sigma offers a managerial framework to organize such
an endeavor, de facto turning the systematic improvement of routine operations in
companies itself into a routine operation. Besides a managerial framework, it offers
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a detailed and comprehensive methodology for improvement projects, consisting of a
framework for inquiry and many statistical and non-statistical techniques (De
Koning and De Mast, 2006). Better than any quality improvement initiative before,
it incorporates a sound business economic attitude and effectively bridges the gap
between engineering and management frames of reference. All these at a scale that is
enormous: a substantial number of multinational enterprises have started the imple-
mentation of the programme, and in more recent years, the programme is obtaining
the status of standard approach in health care and the service industries as well. Six
Sigma, more than any initiative before, has brought statistical methods of consid-
erable level to a general public. Thousands of black belts and green belts (as Six
Sigma project leaders are called) worldwide are trained in the use of design of exper-
iments, non-normal capability analysis, and analysis of variance, to mention just a
few (Hoerl, 2001, gives an overview).

4 Industrial statistics as a scientific discipline

Industrial statistics could be defined as ‘the discipline which develops quantitative
methods and paradigms for inquiry and routine decision making in industry.’ Empir-
ical inquiry is the context in which statistical techniques are applied in improve-
ment projects (such as Six Sigma projects); routine decision-making is the context
for industrial statistics in such applications as sampling inspection and control chart-
ing. In essence, industrial statistics is methodological research. Methodology is not
an empirical science, and researchers in industrial statistics cannot turn to research
paradigms and methods that empirical scientists use. In fact, the statistical literature
is not quite elaborate or explicit when it comes to defining its research paradigm,
but we shall make an attempt to profile the objectives and research methods of the
discipline.

In the literature, methodological research is sometimes characterized as rational
reconstruction, and sometimes as grounding research. A rational reconstruction pre-
sents problematically formulated knowledge – in a form that is not explicit, precise
or consistent enough – in a similar, but more precise and more consistent formu-
lation. The given problematic complex is typically intuitive, tacit knowledge. The
simplest form of rational reconstruction is explication: the formulation of exact defi-
nitions for loosely defined concepts. Linguistic research is often reconstruction re-
search (where one attempts to make explicit the grammatical rules that native
speakers of a language know intuitively), as well as research in law (trying to recon-
struct intuitive notions of right and wrong) and aspects of mathematics (e.g., the
axiomatic and measure-theoretic set-up of probability as an attempt to formalize
intuitive notions of probability). To illustrate the reconstruction nature of research
in industrial statistics: acceptance sampling existed before industrial statistics, and
users will have had an intuitive understanding of consumer’s and producer’s risks.
But concepts such as acceptable quality level (AQL) and limiting quality level (LQL),
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and tools such as the operating characteristic (OC-) curve have brought a precise
and consistent framework for reasoning about the suitability of sampling schemes.
Likewise, control engineers had developed PID (Proportional Integral Derivative)
controllers based on trial and error and gut feeling, but time series analysis and
ARIMA (Autoregressive Integrated Moving Average) models offered a precise and
consistent framework to understand and design process controls. Shewhart’s assign-
able and chance causes, Fisher’s principles of design of experiments, Neyman and
Pearson’s procedure for hypothesis testing: all these innovations offer a precise and
consistent framework to supersede implicit, vague, and imprecise understanding, and
they are rational reconstructions.

Rational reconstructions could have a purely descriptive impetus. The emphasis
is on reconstruction as ‘again’ construction, i.e. making the object ‘more equal to
itself ’ by extracting essential elements and reformulating and restructuring them.
The main criteria for adequacy in this case are clarity, exactness, and similarity to
the original. One step further is a rational reconstruction with a prescriptive impetus.
The emphasis is on ‘new’ construction. The original material is taken as a starting
point, but based on critical examination (on the basis of external formal criteria
such as logic), it is corrected. Besides clarity and exactness, we have in this case the
criterion of consistency, which replaces the criterion of similarity.

Where reconstruction research focuses on explication and consistency, ground-
ing research is an investigation into the rationality of actions. In the paradigm of
Habermas (1981, pp. 25ff.), actions are called rational if they imply a validity claim
which can be justified. Grounding research seeks to make explicit the validity claims
that an action makes in order to investigate whether they can be justified. Seeing
methods as the products of research in industrial statistics, we note that the validity
claim that these usually make is ‘usefulness’. This claim is composed of two claims:
that the method’s intended purpose is a legitimate objective, and second, that the
method is effective in attaining the intended purpose. Grounding of a method thus
amounts to providing an argument that shows that the method is effective (either
by providing empirical evidence or theoretical argumentation that demonstrates the
method’s effectiveness) and its purpose legitimate. De Koning and De Mast (2005)
discuss how a methodology such as Six Sigma’s DMAIC method can be grounded.
They provide additional references about rational reconstruction as well as ground-
ing research.

Mathematics and, in particular, mathematical statistics play dominant roles in
industrial statistics. The paradigms and methods that industrial statistics has devel-
oped rest significantly on mathematical machinery. For instance, the developments of
the concepts of AQL, LQL and OC-curve is rational reconstruction, but their elabo-
ration is mathematical research. It would be a mistake, though, to regard industrial
statistics as a branch of mathematics. The relationship is more complex. First, the
mindset and reasoning in which statistics is applied are quite far from mathematical
reasoning. With the objective of arriving at inferences about a real system, statistical
reasoning typically proceeds by these steps:
 VVS, 2006



Industrial statistics: opportunities and challenges 277

(1) Experimental model: Advance a hypothetical system – a ‘model’ – that mimics
the real system under study (that is, on essential aspects, its behavior is similar to the
behavior of the real system). Questions of interest for the real system are translated
to questions in terms of parameters of the model. Whereas the real system under
study (defined in terms of a population, experimental units, variates, and population
parameters) is governed by the laws of nature, the experimental model (defined in
terms of a probability triple (�, F , P) and including a canonical model for sampling
error and a test statistic) is governed by the axioms and laws of probability.

(2) Deduction: A sample is taken from the population of interest, and based on the
findings a realization of the test statistic is computed. Using the standard machin-
ery of reasoning that comes with the experimental model (such as hypothesis testing
and confidence interval estimation) the inquirer deduces conclusions that hold for
the hypothetical system.

(3) Inference: Finally, assuming that the model’s behaviour is indicative for the
real system’s behaviour, the conclusions for the model are carried over to the real
system (Mayo, 1996, discusses from the perspective of modern philosophy of sci-
ence how statistical inference works, elaborating, among others, Fisher’s example of
a lady tasting tea). Step 2 is mathematical deductive reasoning. But this step is part
of a larger whole, namely an inductive argument (steps 1, 2, and 3 together), which
involves a number of extra-mathematical inductive steps: the definition of the popu-
lation and experimental unit, assumptions made to go from raw observations to a
realization of the test statistic (such as assumptions concerning the validity of the
measurement procedure and data-cleaning steps), ceteris paribus assumptions, and
the translation from a statistical conclusion (e.g. about correlation) to an inference
about the real system (e.g. about causation). The mindset and rationale of these
more inductive aspects of empirical inquiry are quite distinct from and in many
aspects even contrary to mathematical deductive thinking.

What holds for the application of statistics can be said as well for research in
industrial statistics: mathematical reasoning is part of but not the whole of the story.
Whether one takes a reconstruction view or a grounding view on the development
of statistical methods, the starting point for the development of statistical methods
are not mathematical axioms, but assumptions about what would constitute a useful
and effective method. Where mathematical problems are valued for the logical chal-
lenge they pose and the elegance of their solution, these qualities are almost irrele-
vant from an industrial statistics point of view. For industrial statistics what defines
‘good’ is how useful it is. For example, Shewhart’s control chart is mathematically
trivial, but the underlying concepts and the graphical technique are effective and
useful, and therefore justify their prominent place in industrial statistics.

Rather than saying that industrial statistics is a branch of mathematics, one should
say that industrial statistics uses mathematics, just as for instance physics does (and
even probability: ‘Probability is no more a branch of mathematics than is physics,
although it owes a great debt to mathematics for its formulation and development’;
Fine, 1988).
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5 Industrial statistics: opportunities and challenges

5.1 Observation 1

Efficiency has been the focus of Western industry up until the 1980s. Many initia-
tives in the last decades of the 20th century sought to optimize quality. Economically
speaking, the driver for growth and profitability in the West in the 21st century will
be innovation (this is claimed, for example, in the 2004 report of the US Council
on Competitiveness entitled Innovate America: Thriving in a World of Challenge and
Change). The attribution of economic growth to innovation is due to such econo-
mists as Schumpeter and Solow. Rosenberg (1983) describes the significant cumu-
lative impact of small-scale innovations such as small product modifications and
process adjustments. Innovations may pertain to quality or efficiency, but they need
not be. They can improve processes and products, as well as sales strategies, account-
ing policies, or business models. In an economy that is determined more and more
by dynamics than by static advantages, it is company-wide innovative capabilities
which drive a company’s competitiveness.

5.2 Observation 2

Continuous improvement and incremental innovation should be a decentralized
activity, which means that line rather than staff personnel execute this function. The
idea is based on the work of management scholars and economists such as Hayek,
Mintzberg (1994), and Jensen (1998), who concluded that these activities cannot
take place in the absence of detailed, intimate knowledge of the system under study
(what economists call specific knowledge).

5.3 Observation 3

A critical part of innovation is inquiry (building understanding of the system one
works with). Statistics provides vital tools for inquiry (De Mast, 2003).

The first two observations imply that continual improvement and innovation of
one’s own work environment will become more and more everyone’s task. Com-
bined with point 3, we conclude that mastery of statistical tools and thinking will
be important for a large number of professionals, whether line managers, engineers,
marketers or, for example, nurses in a hospital (Van den Heuvel, Does and Ver-
maat, 2004). In addition, statistical competencies as part of a company’s organiza-
tion-wide innovative capabilities gain strategic importance. Industrial statistics may
find itself at the heart of economic developments in the West (Bisgaard and De
Mast, 2006).

To seize this opportunity, however, industrial statistics should face some chal-
lenges. Decentralized organization-wide innovation efforts need a managerial frame-
work, because unbridled decentralization can easily lead to pointlessness and pet
projects (as experiences with Total Quality Management and other programmes have
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demonstrated). Six Sigma’s organizational structure for programme and project man-
agement is a big step forward and has proved to be effective. They are in line with
commendations from the scientific literature on the subject (cf. Jensen, 1998; OGC,
1999). Next, the benefits of using statistical methods should be framed in a termi-
nology that managers can relate to (in other words: industrial statistics needs a good
value proposition). Our main concern, however, relates to the more and more exclu-
sive dominance of mathematics in industrial statistics, at the expense of extra-math-
ematical aspects, and that this stakes the usefulness of some of the methods that it
develops. We wish to illustrate this point from an example.

6 An example

Consider a project that seeks to reduce the lead time of a certain administrative pro-
cess (say, processing of address changes). Following an approach like Six Sigma, pro-
ject leaders are taught to tackle such an issue by developing an explanatory model,
which describes the causal influence factors that determine lead time. Before the pos-
sible effects of conjectured influence factors can be experimentally verified and quan-
tified, the project leader has to identify potential influence factors for further study
– what methodologists call hypothesis generation (see De Mast and Bergman, 2006).
One of the approaches to generate hypotheses is to collect data from the process in
operation and to look for salient patterns.

Suppose the process in question is executed at four sites, and that the project
leader recorded the lead times of a number of cases at each site – the plotted data
might look like Figure 1. Given these data, what sort of analysis would you do?
In our experience, statisticians tend to attack such a dataset with the analysis of
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Fig. 1. Hypothetical dataset.
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variance (anova) procedure. After all, we have data in four groups, and anova is
the standard procedure to study group differences. For most statisticians, anova is
a procedure to compute a p-value, thus testing a certain hypothesis (and this is the
way anova is usually explained in textbooks). For a project leader who tries to iden-
tify the dominant influence factors for lead time, however, the research question is
a different one: are there relevant differences among the four sites regarding lead
time? For such a project leader, the group means are the results of interest, not the
p-value. In case the sample size is large it is hard to see that the p-value has any
value at all: even tiny differences will be reported as significant, although for the
project leader they are too small to be of any relevance. For small datasets, p-values
do have value: they indicate to the project leader whether he is looking at a real and
repeatable pattern or only at an artifact of noise. But even then, statistical signifi-
cance is just one of the validity checks, and should not be promoted to being the
primary research question. Moreover, the big majority of nullhypotheses tested in
practice are incredible on a priori grounds: the four sites are different in a very real
sense (different persons, different layout of the building, different interpretations of
procedures) and although the resulting differences in lead time may be very small,
it is incredible they are 0.0, as the nullhypothesis states. In such cases, where the
null-hypothesis is incredible beforehand, the only information the p-value conveys
is whether the dataset is large enough to prove it.

So far for anova; let us turn back to the question how would you analyse these
data? The point is that if we let the data guide our choice of analysis procedure,
we would not use anova. The salient feature in this dataset are not the differences
among groups, but the differences within groups. The data show that lead times well
below 10 days are realistic, but yet, lead times around 15 days occur frequently. For
a project leader who aims to understand the factors that determine lead time, it is
essential to understand these within-group differences, whereas factors that could
explain the between-group differences are simply irrelevant because their effect is
dominated by factors that operate within groups. The project leader is likely to be
better off using procedures like pairwise comparison or autopsy (see De Mast and
Bergman, 2006). Autopsy means that the project leader isolates some of the cases
that had a lead time around 15 days and closely studies them. Pairwise comparison
is similar, but has the project leader compare these cases to ones that have a lead
time below 10 days. Procedures as these are informal and are not based on mathe-
matics, but they should be part of the industrial statistician’s standard tool kit just
like anova is.

If usefulness, and not just mathematical correctness, is taken as the criterion to
evaluate methods, it follows that research (as well as teaching) in industrial statistics
must focus on extra-mathematical aspects just as well as on mathematics:

– Research should be based on correct assumptions about the application con-
text. This includes assumptions about practical restrictions to data collection
and experimentation, assumptions about the type of research questions that are
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relevant, about the type of mathematical models that are likely to work, and
the sort of solutions that are expected. The consequence is that researchers and
teachers of industrial statistics should have a basic insight into the engineering
and business economic context in which their methods are applied.

– Methods should be made operational in a form that non-statisticians can apply
them. Modern statistical software provides an excellent platform for the imple-
mentation of statistical methods. But industrial statisticians must make a clear
distinction between what is important for them as the developers of these meth-
ods and what is important for the user. Hypothesis testing may be the most
interesting aspect of anova for statisticians, for the user estimation of the group
means and a simple plot are usually more relevant.

– Methods should be integrated into a methodology. Users apply them as part
of inquiry, and that means that they should be placed in this framework. Six
Sigma, with its tools integrated in its DMAIC (Define, Measure, Analyse,
Improve, Control) method, provides a good example, but see De Mast (2003)
for a more general description. And more in general: mathematical aspects of
methods should be integrated with extra-mathematical aspects. For example,
correlation is a mathematical concept, whereas the definition of causation re-
quires extra-mathematical concepts (counterfactual logic). But causation is
important for inquirers, and consequently, statisticians should go beyond vague
remarks along the lines that correlation does not imply causation, and pro-
vide methods to the inquirer that help him make inferences about causality.
The Problem, Plan, Data, Analysis, Conclusion (PPDAC) structure proposed
by MacKay and Oldford (2000) is a good example of a useful integration of
statistical methods in a framework for inquiry.

7 Conclusion

The emergence of industrial statistics as a scientific and applied discipline has been
interwoven with the evolution of industry, and industrial statistics has made impor-
tant contributions to quality and efficiency. On the one hand, prospects are bright,
with economic developments in the West that emphasize the need for general mas-
tery of research skills, and Six Sigma as a widely accepted program which brings
statistical methods of considerable level to a wide public. On the other hand is
the danger that industrial statistics as a scientific discipline isolates itself from its
application context. This concern reflects similar worries by Bennis and O’Toole
(2005) about the trend that business schools sacrifice relevance of their research to
the favour of rigor and scientific prestige. In our view, industrial statistics should
see itself more as a methodological than as a mathematical discipline. This stance
does not imply that mathematics is any less important than the extra-mathematical
aspects of the discipline, but rather that they are both important. The Six Sigma pro-
gram provides a useful vehicle and statisticians should not disqualify it out of scep-
ticism about the slick and hyped form in which it is often presented. Furthermore,
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disciplines like econometrics and psychometrics could serve as an example (had it not
been such an ugly word, we would even have suggested the term industrometrics).
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